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What’s in this talk? 

• More	ques&ons	than	answers	
• More	problems	than	solu&ons	
• A	lot	of	work	from	others	
•  Some	work	from	my	group	
•  Some	ideas	that	hopefully	will	be	of	inspira&on	for	
some	of	you	



undergradStudentAt	

phdStudentAt	
masterIn	

2002	

phdIn	

2006	
Computer	Science	

researchLabAt	

associateResearcherAt	

assistantProfessorAt	
2019	-	now	

coordinatorOf	

2015	
now	

2010	
2019	

co-founderOf	

2008	
permanentResearcherAt	

postdocAt	
2006	
2010	

coDirectorOf	

2018	-	now	





Thesis #1 

The SW today has already reached a level of scale 
good enough to make it a very useful source of 
knowledge to support intelligent applications 
 
In other words: the Semantic Web is no longer an 
aspiration but a reality 
 
The availability of such large scale amounts of 
formalised knowledge is unprecedented in the 
history of AI 

From Enrico Motta’s talk at SSSW 2007 



Thesis #2 

The SW may well provide a 
solution to one of the classic AI 
challenges: how to acquire and 
manage large volumes of 
knowledge to develop truly 
intelligent problem solvers and 
address the brittleness of 
traditional KBS 

From Enrico Motta’s talk at SSSW 2007 







From	Frank	van	Harmelen’s	talk	at	ISWS	2019	





Expectations vs. Reality 



They have no idea what 
they’re talking about 
•  They	do	not	reason	
•  They	are	not	aware	of	the	
surrounding	context	

•  They	do	not	have	any	
commonsense	

•  In	the	best	case	the	right	answer	
is	built-in	

•  otherwise	they	borrow	from	
Wikipedia	or	other	
(encyclopedic?)	sources	

•  or	they	issue	a	query	for	you	on	
Google	

•  in	the	worst	case	they	are:	sorry,	
I	think	this	is	beyond	my	
capability	at	the	moment	





The lack of common sense 
knowledge 
A	main	problem	is	the	unavailability	of	common	
sense	knowledge	(and	reasoning)	
	
Exis&ng	knowledge	graphs	mainly	encode	domain-
specific	or	encyclopedic	knowledge	(a	special	type	of	
CSK)	
	
This	is	a	long-standing	challenge	of	Ar&ficial	
Intelligence	



“Common-sense	facts	and	methods	are	only	very	par:ally	understood	today,	and	
extending	this	understanding	is	the	key	problem	facing	ar:ficial	intelligence.”	

John	McCarthy,	1983	

Some	expert	systems	need	common	sense,	Annals	of	the	New	York	Academy	of	
Sciences	

“[AI	needs	a]	formaliza:on	of	a	sizable	por:on	of	commonsense	knowledge	about	
the	everyday	physical	world”	

Patrick	Hayes,	1989		
The	second	naive	physics	manifesto	

	
“We	need	common-sense	knowledge	–	and	programs	that	can	use	it.	Common	
sense	compu:ng	needs	several	ways	of	represen:ng	knowledge.	It	is	harder	to	
make	a	computer	housekeeper	than	a	computer	chess-player,	because	the	

housekeeper	must	deal	with	a	wider	range	of	situa:ons.”	

Marvin	Minsky,	1998	

The	mind,	ar:ficial	intelligence	and	emo:ons	

Interview	with	Marvin	Minsky	

	
	

“To	make	real	progress	in	A.I.,	we	have	to	overcome	the	big	challenges	in	the	area	
of	common	sense”		

Paul	Allen,	2018		

The	New	York	Times	



A vague definition of common 
sense 
That	type	of	knowledge	that	we	all	give	for	granted	when	we	
communicate	with	other	humans,	independently	from	the	
communica:on	means	(e.g.	text,	oral).	We	assume	that	(a	

group	of)	people	share	it.	Commonsense	also	includes	the	type	
of	reasoning	that	we	perform	with	that	knowledge.	

Some	examples	are:	
	Males	cannot	give	birth		
	A	mother	is	older	than	her	children	
	A	physical	object	cannot	be	in	two	places	at	the	
	same	&me	
	Liquids	flow	and	have	the	shape	of	their	container	
	Cutlery	is	usually	in	a	kitchen,	in	a	drawer	

	



“Common-sense	facts	and	methods	are	only	very	par:ally	
understood	today,	and	extending	this	understanding	is	

the	key	problem	facing	ar:ficial	intelligence.”	
John	McCarthy,	1983	

Some	expert	systems	need	common	sense,	Annals	of	the	
New	York	Academy	of	Sciences	



	
“[AI	needs	a]	formaliza:on	of	a	sizable	por:on	of	
commonsense	knowledge	about	the	everyday	

physical	world”	
Patrick	Hayes,	1989		

The	second	naive	physics	manifesto	
	



“We	need	common-sense	knowledge	–	and	programs	
that	can	use	it.	Common	sense	compu:ng	needs	several	
ways	of	represen:ng	knowledge.	It	is	harder	to	make	a	
computer	housekeeper	than	a	computer	chess-player,	
because	the	housekeeper	must	deal	with	a	wider	range	

of	situa:ons.”	
Marvin	Minsky,	1998	

The	mind,	ar:ficial	intelligence	and	emo:ons	
Interview	with	Marvin	Minsky	

	
	



“To	make	real	progress	in	A.I.,	we	have	to	overcome	
the	big	challenges	in	the	area	of	common	sense”		

Paul	Allen,	2018		
The	New	York	Times	



(A) Role of Semantic Web in 
Artificial intelligence 

	
	

To	create	a	robust,	distributed,	public*	
knowledge	graph	of	common	sense	knowledge	

* and F.A.I.R.	

Piero Andrea Bonatti, Stefan Decker, Axel Polleres, Valentina Presutti:	Knowledge Graphs: New Directions 
for Knowledge Representation on the Semantic Web (Dagstuhl Seminar 18371). 
Dagstuhl Reports8(9): 29-111 (2018)	





How much research on 
common sense in the 
Semantic Web? 

h`p://www.scholarlydata.org/	 ESWC	2006-2017	
ISWC	2001-2018	
EKAW	2010-2016	
WWW	2007-2012	

2197	papers	

Linked	(open)	data	||	web	of	data	||	knowledge	graph	à	516	
Linked	(open)	data	||	web	of	data	à	439	
Sparql	||	descrip&on	logics	à	315	
Deep	learning	||	neural	network	||	embedding	||	machine	learning	à	228	
Wikipedia	||	DBpedia	||	YAGO	||	Wikidata	à	166	
Common	sense	à	3	
Wikipedia	||	DBpedia||	YAGO||	Wikidata	||	common	sense	à	167	
	



How can we build a 
knowledge graph of 
common sense? 



Let	us	look	deeper	into	what	we	already	have		
	

Ontological	analysis	and	Empirical	Seman?cs	



Is there explicit 
commonsense 
knowledge in the 
(Semantic) Web? 

Ontological	analysis	



Let’s	look	at	available	knowledge	about	an	everyday	
object	such	as	a	knife	



ConceptNet  

• A	labeled	graph	(a	seman&c	network)	that	targets	
text	processing	

•  It	defines	a	closed	set	of	rela&on-labels	
•  It	has	accumulated	~1M	English	facts	
• Based	on	contribu&on	from	web	users	(Open	Mind	
Common	Sense,	1999)	also	through	games	with	a	
purpose	

• Reusing	Wik&onary	and	WordNet	and	aligned	
par&ally	to	DBpedia	

•  It	provides	JSON-LD	APIs	

h`p://conceptnet.io/	

Robert	Speer,	Catherine	Havasi:	Represen&ng	General	Rela&onal	Knowledge	in	ConceptNet	5.	LREC	2012:	3679-3686	



Concept Net 



NELL 

• A	machine	learning-based	system	that	reads	the	
web:	it	extracts	facts	from	textual	web	documents	

•  Since	2010	it’s	been	running	con&nuously	and	has	
learned	~50M	candidate	beliefs		

•  ~2.8M	with	high	confidence	

• Candidate	beliefs	are	encoded	as	a	KB	of	facts	and	
an	ontology	of	categories	and	rela&ons	

• NELL	KB	and	Ontology	are	openly	available	also	as	
LOD	

h`p://rtw.ml.cmu.edu/	

Tom	M.	Mitchell	et	al:	Never-Ending	Learning.	AAAI	2015:	2302-2310	



NELL 

•  200	results	
•  Each	associated	with	a	
category	

•  35	are	kitchenitem,	
tableitem,	or	
householditem	

•  They	are	not	related	
to	each	other	(e.g.	by	
taxonomical	rela&ons)	

knife	(tableitem)	
bread_knife	(kitchenitem)	
knife_rack	(kitchenitem)	
dinner_knife	(kitchenitem)	
knife_set	(kitchenitem)	
wet_knife	(kitchenitem)	
knife_key	(tableitem)	
a_knife	(kitchenitem)	
dry_knife	(tableitem)	
knife_and	(tableitem)	
knife_with	(tableitem)	
diy_knife	(householditem)	
bu`er_knife	(kitchenitem)	
table_knife	(tableitem)	
wooden_knife	(tableitem)	
vegetable_knife	(tableitem)	
cheese_knife	(tableitem)	
disposable_knife	(tableitem)	
paring_knife	(kitchenitem)	
cutlery_knife	(tableitem)	
case_knife	(kitchenitem)	
steak_knife	(householditem)	
electric_knife	(householditem)	
carving_knife	(kitchenitem)	
exacto_knife	(kitchenitem)	
kitchen_knife	(kitchenitem)	
chef_s_knife	(kitchenitem)		
mincing_knife	(kitchenitem)	
gamma_knife	(kitchenitem)	
plas&c_knife	(kitchenitem)	
bowie_knife	(kitchenitem)	
boning_knife	(kitchenitem)	
chef_knife	(kitchenitem)	
dessert_knife	(kitchenitem)	
butcher_knife	(householditem)	



NELL 



Atomic 

•  Textual	descrip&ons	of	inferen&al	knowledge	(if-
then	clauses)	

•  Based	on	3	if-then	rela&on	types	associated	with	9	
causal	and	inferen&al	dimensions	

•  It	has	accumulated	~877k	textual	descrip&ons	
• Crowdsourcing	of	“blank	placeholders”	put	in	24k	
event	phrases		

•  Phrases	extracted	from	Google	Ngrams,	Wik&onary,	
books,	etc.	

h`ps://homes.cs.washington.edu/~msap/atomic/	

Maarten Sap, Ronan Le Bras, Emily Allaway, Chandra Bhagavatula, Nicholas Lourie, Hannah Rashkin, Brendan Roof, 
Noah A. Smith, Yejin Choi:	ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning. AAAI 2019: 3027-3035	



Atomic 



The Human Know-How 
Dataset 
• A	dataset	and	an	ontology	(PROHOW)	derived	from	
the	WikiHow	project	

•  It	focuses	on	represen&ng	human	ac&vi&es,	in	
par&cular	“how	to”	processes	

•  It	encodes	~220k	such	ac&vi&es	described	through	
2.6M	en&&es		

•  ~250k	en&&es	are	linked	to	DBpedia		

h`ps://datashare.is.ed.ac.uk/handle/10283/1985	



The Human Know-How 
Dataset 

Paolo	Pare&,	Ewan	H.	Klein	(2016).	The	Human	Know-How	Dataset,	2014	[dataset].	h`ps://doi.org/10.7488/ds/1394	



FrameNet 

Collin	F	Baker,	Fillmore,	Charles	J,	and	Lowe,	John	B.	1998.	The	Berkeley	FrameNet	project.	In	COLING-ACL	'98:	Proceedings	
of	the	Conference,	Montreal,	Canada	



	
	

There	are	quite	a	number	of	valuable	commonsense	
knowledge	resources	in	the	Seman&c	Web!	



	
	
	
	

They	are	incomplete,	mostly	informal,	encoded	with	
conceptual	heterogeneity,	lacking	contextualisa:on,	

scarcely	linked	



How can we reuse 
them? 



Framester 

•  Framester	is	a	LOD	resource	that	connects	linguis:c	
data	with	factual	and	ontological	data	

•  It	encodes	50M	links	between	21	resources	
•  Resources	include:	DBpedia,	WordNet,	DOLCE,	
FrameNet,	Sen&WordNet,	ConceptNet,	etc.	

•  Linking	rela&ons	include:	skos:closeMatch,	skos:	
exactMatch,	owl:equivalentClass,	owl:sameAs,	etc.	

•  Linking	is	based	on	a	formal	frame	seman&cs:	an	
a`empt	to	provide	a	unified	seman:cs	to	such	
diverse	resources	

•  The	core	of	Framester	is	FrameNet	(its	LOD	version)	

h`ps://w3id.org/framester/	

Aldo Gangemi, Mehwish Alam, Luigi Asprino, Valentina Presutti, Diego Reforgiato Recupero: Framester: A 
Wide Coverage Linguistic Linked Data Hub. EKAW 2016: 239-254	



Knife 



Many interesting research 
questions 
• Criteria	for	systema&c	encoding	and	evalua&on	of	
commonsense		

• Qualified	self-describing	commonsense	statements	
• How	to	iden&fy	explicit	commonsense	knowledge?	
• How	to	represent	common	sense	knowledge?	
• How	to	evaluate	commonsense	knowledge	quality?	



Is there implicit 
commonsense 
knowledge in the 
Semantic Web? 

	
	

Empirical	Seman?cs	



h`ps://w3id.org/fox		

Do	founda&onal	dis&nc&ons	match	common	sense?	
Do	they	emerge	from	LOD?	Can	they	be	learned/predicted?	



Class	vs	Instance	

•  Fundamental	in	formal	
ontology	

•  Basis	of	KR	formalisms	
(RDF	and	OWL)	

•  Support	taxonomic	
reasoning	

Physical	Object	vs	¬Physical	
Object	

•  Essen&al	to	represent	
the	physical	world	

• One	of	the	primary	
dis&nc&ons	in	DOLCE	



Class vs Instance 
R

ES
U

LT •  1943 entities were classified as class (~44% of the dataset)

•  2519 entities were classified as instance (~56% of the dataset)

•  22510 judgments collected
•  117 different contributors

CIE:	Agreement:	93,6	%	 CIC:	Agreement:	95,76	%	

Experts-Crowd	Agreement:	95,7%	



Physical object 

•  22510 judgments collected
•  117 different contributors

Experts-Crowd	Agreement:	85,69%	

R
ES

U
LT •  3055 entities were classified as physical object

•  1447 entities were classified as not physical objects

50

POE:	Agreement:	93,9	%	 POC:	Agreement:	85,48	%	



Which features? 

• Abstract		

•  Incoming/Outgoing	
proper&es	

• URI	id	(for	the	class	vs.	
instance	classifica&on)	

h`p://dbpedia.org/page/Umbria_Jazz_Fes&val	



Erroneous	use	of	formal	constructs	may	express	a	call	for	richer	
formal	languages	



Community	0	
	

1.  dbpedia.org/resource/B_hussein_obama	
2.  dbpedia.org/resource/Barack_H_Obama,_Jr	
3.  dbpedia.org/resource/Barak_hussein_obama	
4.  dbpedia.org/resource/President_Barack	
5.  dbpedia.org/resource/Senator_Barack_Obama	
6.  dbpedia.org/resource/Obama	

…	
	

99.  dbpedia.org/resource/Hussein_Obama	

Community	3	
	

1.  dbpedia.org/resource/Presidency_of_Barack_Obama	
2.  dbpedia.org/resource/Barack_Obama_Administra&on	
3.  dbpedia.org/resource/Barack_Obama_Cabinet	
4.  dbpedia.org/resource/Obama_White_House	
5.  dbpedia.org/resource/Obama_regime	
6.  dbpedia.org/resource/America_under_Obama		

…	
	

52.  dbpedia.org/resource/
Presiden&al_transi&on_of_Barack_Obama	

Debugging	iden&ty		
by	community	detec&on	

Communi&es	correspond	to	roles:	
-  Person	
-  Senator	
-  President	
-  Government	

From	Frank	van	Harmelen’s	talk	at	ISWS	2019	



Message	from	Empirical	
Seman?cs	

It’s	not	the	users	that	got	owl:sameAs	wrong,	
It’s	the	formal	seman&cs	that	got	reality	wrong	
	
Challenge:	
What	alterna&ve	seman&c	model	of	equality	
would	fit	the	empirically	observed	usage	be`er?	

From	Frank	van	Harmelen’s	talk	at	ISWS	2019	



The	distribu&on	of	web	links	between	wikipages	tells	us	how	to	
model	en&ty	classes	

h`p://www.ontologydesignpa`erns.org/ekp/owl/	



Input data 
•  Wikipedia page links generate 107.9M triples 
•  Infobox-based triples are 13.6M, including data value triples (9.4M)		
•  “Unmapped”	object	value	triples	are	only	7%	of	page	links		
 

dbpo:MusicalAr&st	

dbpo:MusicalAr&st	 dbpo:Organisa&on	 dbpo:Place	

linksToM
usicalAr&

st	 linksToPlace	
linksToOrganisa&on	

•  Paths are used to discover Encyclopedic Knowledge Patterns 
–  Such patterns should make it emerge the most typical types of things that the 

Wikipedia crowd uses to describe a resource of a given type 

Path	
Path	à	Pi,j=	[Si,	p,	Oj]	

See	references	



k-means clustering 
on Path Popularity 

1	big	cluster	(4-cluster)	with		
ranks	below	18.18%	

3	small	clusters	with		
ranks	above	22.67%	

Sample	distribu&on	of	pathPopularity	for	DBpedia	
paths.	The	x-axis	indicates	how	many	paths	(on	
average)	are	above	a	certain	value	t	for	
pathPopularity	

1	alterna&ve	cluster	(6-
cluster)	with	ranks	below	
11.89%	



User study: Inter-rater 
agreement 

Group	1	 0.700	

Group	2	 0.665	

Average	coefficient	of	concordance	
for	ranks	Kendall’s	W	

Kendall’s	W	(for	all	values	p	<	0.0001)		

Reliability	test:	Cronbach’s	alpha	

Kendall’s	W	range	[0,1]	
0	=	no	agreement	
1	=	complete	agreement	



Take home message 
•  The	Seman&c	Web	as	a	global	public	knowledge	graph	
of	commonsense	

•  There	are	many	commonsense	resources	that	can	be	
reused,	and	many	open	challenges	

•  It’s	&me	to	address	the	hard	problems	
•  Unified	formal	seman&cs	for	commonsense	
•  Criteria	for	maximising	coverage	
•  Evalua&on	methods	

•  Empirical	seman&cs	may	uncover	implicit	
commonsense	in	the	Seman&c	Web	

•  Perform	observa&ons	on	large	scale	
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DBpedia 

•  The	Linked	Open	Data	version	of	Wikipedia,	mainly	
its	inboxes	

•  Its	English	version	describes	~4.6M	things	
•  Localised	versions	in	125	languages	

•  Altogether	they	describe	38.3M	things	

• Predominance	of	instances	vs	general	concepts	
•  The	DBpedia	Ontology	includes	685	classes	and	
~2.7k	proper&es	and	4.2M	instances	

h`p://dbpedia.org/	



DBpedia 

dbr:Knife dbo:Softwarerdf:type



Paulheim, H. and Gangemi, A. Serving DBpedia with DOLCE – More than Just Adding a Cherry on Top. 
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Administrative 
frames

Geographic 
frames

Communication 
frames

DBpedia	

When	triplifying	Wikipedia	
infoboxes,	its	designers	lost	
the	framing	of	boxes	and	

internal	sub-boxes		



Wikidata 

•  The	community-created	knowledge	base	of	
Wikipedia	

•  Launched	in	2012,	it	has	collected	~15M	en&&es,	
~34M	statements,	~80M	labels	and	descrip&ons	in	
350+	languages,	40k+	registered	contributors	

•  Statements	provenance	and	qualifiers:	which	
provide	some	context	data	

•  Export	service	to	LOD	

h`ps://www.wikidata.org/	
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